
SHAPING  
THE FUTURE OF  
AI GOVERNANCE  
IN SOUTH AFRICA
Lessons from Global Legal Frameworks  
1. United States of America

Gaby Meintjes  |  Director



FAIRBRIDGES WERTHEIM BECKER  |  SHAPING THE FUTURE OF AI GOVERNANCE IN SOUTH AFRICA

2



INTRODUCTION
As artificial intelligence (AI) becomes more integrated into global economies and societies, 
the importance of robust regulatory frameworks cannot be overstated. Governments 
around the world are grappling with how to ensure that AI systems are developed and 
deployed ethically, transparently, and fairly. In this document, we explore the comparative 
approaches of two significant frameworks: the newly introduced U.S. AI Civil Rights Act and  
South Africa’s National AI Policy Framework.

The U.S. AI Civil Rights Act focuses on protecting civil rights from the potential harms of AI, 
mandating transparency, audits, and the right to appeal algorithmic decisions. South Africa’s 
policy, on the other hand, emphasizes fairness, inclusivity, and ethical AI development while 
addressing its unique socio-economic context.

This collection of articles offers a deep dive into both frameworks, highlighting 
their strengths, weaknesses, and areas of potential improvement. 

We hope these articles will spark meaningful discussions on the future of AI governance and 
inspire actionable steps to ensure that AI benefits society while protecting individual rights.

Gaby Meintjes
Director

E:  gaby.m@fwblaw.co.za 
T:  +27 21 405 7367

LET’S CONNECT
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KE Y A S PEC T S OF THE 
U. S .  A I  CIV IL  R IGHT S 

AC T

An exploration of the key elements 
of the U.S. AI Civil Rights Act, 

including its focus on civil rights, 
mandatory audits, data privacy, 
and transparency in AI systems.

ANALYS I S  OF THE 
SOUTH AFRIC AN 

NATIONAL AI  POLIC Y 
FR AMEWORK 

A detailed overview of South 
Africa’s approach to AI governance, 
focusing on fairness, transparency, 

ethical AI development, and the 
country’s digital infrastructure 

needs.

COMPARI SON 
OF CIV IL  R IGHT S 

PROTEC TION S : 
U. S .  A I  B ILL  VS . 

SOUTH AFRIC A’ S 
FR AMEWORK

A comparative analysis of 
how both the U.S. and South 
Africa address civil rights and 

discrimination in AI systems, with a 
focus on the concept of “disparate 

impact.”

TR AN S PARENC Y, 
ACCOUNTABILIT Y, 
AND AUDITING IN 
A I  S YS TEM S :  U. S . 

VS .  SOUTH AFRIC AN 
APPROACHE S

A look at how transparency and 
accountability are enforced in AI 

systems through mandatory audits 
in the U.S., compared to South 

Africa’s emphasis on explainability 
and ethical guidelines.

S HOULD SOUTH 
AFRIC A ADJUS T IT S  A I 

POLIC Y ?

Recommendations for 
strengthening the South African AI 
policy based on insights from the 

U.S. AI Civil Rights Act, focusing on 
introducing audits, legal recourse, 
and enhanced privacy protections.

ARTICLES
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KEY ASPECTS OF THE U.S. 
AI CIVIL RIGHTS ACT

On September 24, 2024, Senator Ed Markey 
introduced the AI Civil Rights Act, marking a 
significant step in the United States’ approach 

to regulating artificial intelligence (AI) and protecting civil 
rights in an increasingly digital society. The bill addresses the 
growing concerns about the impact of AI on personal freedoms 
and civil liberties, offering a more comprehensive approach 
to governance over algorithmic decision-making. In this 
article, we explore the key aspects of the U.S. AI Civil Rights 
Act, emphasising its scope, civil rights protection, privacy 
safeguards, and accountability measures.

This protects consumers from being 
tricked into agreeing to terms that 

might compromise their privacy.
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1. Broad Scope and 
Application

The AI Civil Rights Act casts a wide 
net in terms of the technology it 
covers. It regulates not only AI but 
also includes any “computational 
processing techniques of similar 
or greater complexity,” referring to 
algorithms that may not fall under 
traditional AI definitions. This ensures 
that all automated decision-making 
systems—whether rule-based, data-
driven, or using machine learning—fall 
within the act’s purview. This approach 
acknowledges the significant influence 
that non-AI systems also have on 
consequential decisions affecting 
individuals.

Moreover, the act applies to both 
“developers” and “deployers” of these 
systems. Developers are responsible 
for the creation, customisation, or 
modification of algorithms, while 
deployers are entities that use these 
systems in real-world applications. 

Notably, the bill recognises that 
these roles are not always mutually 
exclusive—deployers can also assume 
the responsibilities of developers if no 
distinct developer exists.

2. Focus on Consequential 
Actions

A standout feature of the AI Civil Rights 
Act is its focus on “consequential 
actions.” The act defines these as 
actions that materially affect access to 
critical services or opportunities, such 
as employment, education, housing, 
healthcare, and legal services. By 
targeting consequential actions, the 
bill ensures that it regulates the entire 
decision-making process surrounding 
the use of algorithms, rather than 
just the algorithms themselves. This 
holistic perspective acknowledges 
the far-reaching effects of algorithmic 
decisions on everyday life.

Developers are 
responsible for 
the creation, 

customisation, 
or modification 
of algorithms, 

while deployers 
are entities that 

use these systems 
in real-world 
applications.
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The emphasis on consequential 
actions aligns the U.S. approach with 
international efforts to regulate “high-
risk” AI systems, seen in jurisdictions 
like the EU, Canada, and Australia. 
However, the U.S. bill takes a slightly 
different approach by evaluating the 
broader impact of algorithmic decisions 
rather than strictly categorising systems 
by their inherent risk.

3. Civil Rights and Anti-
Discrimination Protections
At the core of the AI Civil Rights 
Act is its commitment to preventing 
discrimination. The act introduces the 
concept of “disparate impact,” which 
refers to unjustified differential effects 
on individuals or groups based on 
protected characteristics such as 
race, gender, religion, or disability. 
A key provision is the requirement 
for algorithmic systems to undergo 
mandatory pre-deployment and post-
deployment evaluations to identify 
and mitigate potential discriminatory 
effects.

The act establishes a balancing 
test to assess whether a differential 
impact is justified. If the use of an 
algorithm is shown to be necessary 
for a substantial, legitimate, and non-
discriminatory interest, it may still be 
permissible. However, if alternative 
methods exist that could achieve the 
same goals with less discriminatory 
effect, the algorithm’s use may be 
deemed unjustifiable. 

4. Data Privacy and 
Consumer Protections

Although the U.S. still lacks 
comprehensive federal data privacy 
legislation, the AI Civil Rights Act 
integrates several privacy-related 
protections. The bill requires that 
personal data used by AI systems 
be handled with care, ensuring that 
developers and deployers follow 
data protection best practices. It also 
includes provisions to safeguard 
individuals’ autonomy by banning 
deceptive user interface designs 
that obscure or impair consent, often 
referred to as “dark patterns.” This 
protects consumers from being tricked 
into agreeing to terms that might 
compromise their privacy.

The act’s approach to data privacy 
makes it a de facto “mini privacy bill,” 
filling gaps in current federal legislation 
as privacy reform efforts in the U.S. 
continue. It mandates transparency 
in how personal data is collected, 
processed, and used by algorithms, 
and calls for the creation of a clear 
opt-out mechanism for individuals to 
choose not to be subject to algorithmic 
decision-making.

5. Accountability and 
Transparency

A major focus of the AI Civil Rights 
Act is ensuring accountability for 
the developers and deployers of 
algorithmic systems. The bill introduces 
mandatory audits and assessments to 
be conducted both before and after 
deployment. These evaluations are 
designed to uncover any potential 
risks, including discrimination, 
bias, or negative societal impacts. 
Algorithm auditors, a new category of 
professionals introduced by the bill, 
will play a crucial role in enforcing 
compliance.

Additionally, the act requires 
transparency from developers and 
deployers, ensuring that individuals 
are informed about when and how 
algorithms are used in consequential 
actions. This is a significant shift from 
the current voluntary self-regulation 
regime, moving toward a more robust 
governance framework.
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1. ETHICAL AI DEVELOPMENT AND 
HUMAN-CENTRED AI
One of the standout features of South 
Africa’s AI policy framework is its 
commitment to ethical AI development. 
The policy emphasizes the importance 
of human-centred AI, aiming to create 
systems that augment rather than 
replace human decision-making. This 
aligns with the framework’s objective 
to ensure that AI technologies benefit 
society without infringing on human 
rights or ethical norms.

The framework incorporates key 
principles such as transparency, 
accountability, fairness, and privacy, 
all of which are critical to responsible 
AI development. It advocates for 
AI systems that are designed to be 
transparent and explainable, thereby 
fostering trust among users and 
stakeholders. 

The emphasis on transparency ensures 
that individuals understand how AI 
systems make decisions, particularly in 
sectors like healthcare, education, and 
law enforcement, where AI is likely to 
have significant societal impacts.

2. DATA PRIVACY AND 
PROTECTION
The South African AI Policy Framework 
places a strong emphasis on privacy and 
data protection. Given the widespread 
concern over the misuse of personal 
data in AI systems, the framework 
acknowledges the need to strengthen 
existing data protection laws, such as 
the Protection of Personal Information 
Act (POPIA). It aims to establish robust 
data governance structures that ensure 
personal information is collected, 
processed, and used ethically and 
transparently.

By focusing on transparency in AI 
data usage, the framework seeks to 
build public trust in AI technologies. 
Moreover, the policy emphasises that 
data governance frameworks should 
protect citizens from potential risks while 
facilitating innovation and economic 
development. This aspect is essential to 
ensure that AI adoption is not hindered 
by privacy concerns and that citizens 
can reap the benefits of AI technologies 
without fear of exploitation.

ANALYSIS OF THE SOUTH 
AFRICAN NATIONAL AI POLICY 
FRAMEWORK

As artificial intelligence (AI) becomes more embedded in economies and societies worldwide, 
South Africa has recognised the need to strategically guide AI development through its National 
AI Policy Framework. This policy aims to harness the transformative potential of AI while 
ensuring that ethical considerations, fairness, and social welfare remain at the forefront of its 
application. In this article, we discuss the core aspects of the South African National AI Policy 
Framework, analysing its strengths and areas of focus.
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3. ADDRESSING BIAS AND 
FAIRNESS
The framework highlights the need 
for fairness in AI systems and 
actively seeks to mitigate biases 
in AI decision-making processes. 
Recognising that biased algorithms 
can exacerbate social inequalities, 
the policy calls for the development 
of methods to identify and reduce 
bias in AI systems. This includes 
ensuring that AI systems are trained 
on diverse datasets that represent 
all segments of society.

Fairness in AI is further supported 
by the framework’s commitment 
to social equity. By promoting 
inclusive AI systems that reflect 
the demographic diversity of 
South Africa, the policy aims 
to avoid entrenching historical 
inequalities. The framework also 
outlines the importance of aligning 
AI development with human rights 
principles, ensuring that AI systems 
do not discriminate or disadvantage 
any particular group.

4. TALENT DEVELOPMENT 
AND INFRASTRUCTURE 
ENHANCEMENT
A major pillar of the South African 
AI Policy Framework is the 
development of a skilled workforce 
capable of supporting AI innovation. 

5. PUBLIC SECTOR 
IMPLEMENTATION OF AI
The South African government 
views AI as a tool to enhance the 
efficiency of public administration 
and service delivery. The framework 
encourages the use of AI in areas 
such as healthcare, agriculture, 
and public safety, where it can 
optimize resource allocation and 
improve decision-making. However, 
the policy also cautions against 
the unchecked use of AI in these 
sectors, stressing the importance 
of ethical guidelines to govern AI 
deployment in public services.

The framework proposes the 
development of ethical guidelines 
for AI use in the public sector, 
ensuring that AI systems are 
deployed in a manner that is 
consistent with the country’s values 
and priorities. By adhering to these 
guidelines, the government aims 
to foster responsible AI usage that 
enhances citizens’ quality of life 
while safeguarding their rights.

5. PUBLIC SECTOR 
IMPLEMENTATION OF AI
The South African government 
views AI as a tool to enhance the 
efficiency of public administration 
and service delivery. The framework 
encourages the use of AI in areas 
such as healthcare, agriculture, 
and public safety, where it can 
optimize resource allocation and 
improve decision-making. However, 
the policy also cautions against 
the unchecked use of AI in these 
sectors, stressing the importance 
of ethical guidelines to govern AI 
deployment in public services.

The framework proposes the 
development of ethical guidelines 
for AI use in the public sector, 
ensuring that AI systems are 
deployed in a manner that is 
consistent with the country’s values 
and priorities. By adhering to these 
guidelines, the government aims 
to foster responsible AI usage that 
enhances citizens’ quality of life 
while safeguarding their rights.

The framework acknowledges 
that without a strong talent pool, 
South Africa risks falling behind in 
the global AI race. To this end, the 
policy advocates for the integration 
of AI education into school curricula, 
as well as specialised training 
programs at tertiary institutions.

In addition to talent development, 
the framework emphasises the 
importance of investing in digital 
infrastructure. The policy calls for 
the creation of advanced computing 
infrastructure, including high-speed 
connectivity and data storage 
facilities, to support AI research 
and development. This is essential 
for ensuring that South Africa can 
capitalise on AI’s potential to drive 
economic growth and technological 
advancement.
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COMPARING CIVIL RIGHTS PROTECTIONS: 
U.S. AI CIVIL RIGHTS ACT VS. SOUTH AFRICA’S 

NATIONAL AI POLICY FRAMEWORK
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1. FOCUS ON CIVIL RIGHTS 
PROTECTIONS

The AI Civil Rights Act is unique in 
its explicit focus on civil rights, with 
specific provisions aimed at preventing 
discrimination through algorithmic 
systems. A central feature of the U.S. 
bill is the concept of “disparate impact,” 
which refers to unjustified differential 
effects on individuals or groups based 
on protected characteristics such as 
race, gender, or disability. The bill 
mandates pre- and post-deployment 
audits of algorithms to ensure that 
they do not disproportionately harm 
vulnerable groups.

In contrast, the South African National 
AI Policy Framework takes a broader 
approach to fairness and bias in AI. 
While the policy promotes fairness and 
the mitigation of bias in AI systems, 
it does not explicitly frame these 

2. THE CONCEPT OF DISPARATE 
IMPACT

A critical distinction between the two 
frameworks lies in how they address 
discrimination. The U.S. bill adopts 
the concept of “disparate impact” as 
a legal standard for identifying and 
preventing discrimination. This legal 
framework is widely used in U.S. anti-
discrimination law and places the 
burden on developers and deployers to 
demonstrate that any differential effect 
caused by their algorithms is necessary 
for a legitimate, non-discriminatory 
purpose. The bill goes further by 
requiring that, if alternative approaches 
can achieve the same objective with 
less discriminatory impact, they must 
be used.

The South African policy, while 
promoting fairness and equity, does 
not have a clear mechanism like 
disparate impact for evaluating whether 
AI systems disproportionately affect 
certain groups. 

The rapid advancement of artificial intelligence (AI) technologies has prompted 
governments worldwide to address their potential risks, particularly in relation to 
civil rights, discrimination, and privacy. In the United States, the AI Civil Rights Act 
(2024) explicitly targets the protection of individual rights against the impacts of AI and 
algorithmic decision-making. In contrast, South Africa’s National AI Policy Framework 
takes a more general approach, focusing on ethical AI development, fairness, and 
inclusivity. This article compares the civil rights protections offered by both frameworks, 
assessing whether the South African policy addresses the same concerns and where 
potential gaps may exist.

protections as “civil rights” issues.  
The South African framework 
emphasises inclusivity and social 
equity, aiming to ensure that AI systems 
are designed to avoid amplifying 
existing societal inequalities. However, 
it lacks the direct language and 
mechanisms - such as mandated 
audits or civil rights assessments - 
found in the U.S. bill.

The framework’s focus on bias 
mitigation is more general, and while 
it recognises the need for fairness, it 
lacks the legal weight that disparate 
impact provides. This could be a 
gap in the South African framework, 
as AI systems could unintentionally 
perpetuate discrimination without clear, 
enforceable standards for identifying 
and addressing such issues.
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3. DEVELOPERS AND DEPLOYERS

The U.S. bill also introduces a distinction 
between “developers” (those who 
design, code, or modify algorithms) 
and “deployers” (those who use these 
algorithms in real-world applications). 
Both are held accountable for ensuring 
that their systems do not result in 
discriminatory or unfair outcomes. 
This shared responsibility is crucial in 
preventing a “blame game” between 
creators and users of AI systems.

The South African framework does 
not make a clear distinction between 
developers and deployers. Instead, 
it focuses on ensuring that all 
stakeholders involved in AI development 
and use adhere to ethical guidelines. 
While this encourages a collaborative 
approach to fairness, it may leave gaps 
in accountability, particularly in cases 
where algorithms developed by third 
parties are deployed in South Africa. 
Introducing a developer-deployer 
distinction could strengthen the South 
African framework by clarifying the 
roles and responsibilities of different 
stakeholders in preventing algorithmic 
discrimination.

4. LEGAL RECOURSE AND 
ACCOUNTABILITY

One of the most significant elements 
of the U.S. AI Civil Rights Act is its 
provision for legal recourse in cases 
of algorithmic discrimination. The bill 
allows individuals to appeal algorithmic 
decisions and seek remedies if their 
civil rights are violated by AI systems. 
This grants individuals tangible 
protection against the misuse of AI and 
establishes clear pathways for holding 
developers and deployers accountable.

The South African framework, on the 
other hand, does not currently provide 
a clear mechanism for individuals to 
challenge algorithmic decisions or seek 
recourse in cases of discrimination. 
While the framework promotes fairness 
and transparency, it lacks specific 
provisions for legal accountability.  

5. PRIVACY AND DATA 
PROTECTION

Both frameworks emphasise the 
importance of privacy and data 
protection in AI systems, though 
their approaches differ. The U.S. 
bill integrates privacy protections 
by regulating how personal data is 
collected and processed by algorithms. 
It also restricts practices like “bundled 
consent” and deceptive user interfaces, 
which could undermine individuals’ 
autonomy.

South Africa’s policy framework 
aligns with its Protection of 
Personal Information Act (POPIA), 
focusing on data governance 
and transparency in AI systems.  
The framework stresses the need 
for robust data protection measures 
but does not go as far as the U.S. 
bill in regulating specific practices 
like consent mechanisms. As AI 
systems rely heavily on personal data, 
ensuring that privacy protections are 
robust and comprehensive is critical 
for both jurisdictions. The South 
African framework could benefit from 
additional regulations addressing how 
personal data is used in AI systems 
and providing individuals with clearer 
mechanisms for controlling their data.

6. POTENTIAL ADJUSTMENTS 
TO THE SOUTH AFRICAN 
FRAMEWORK

While the South African framework 
has a strong foundation in fairness and 
ethical AI development, it may need 
adjustments to fully address the civil 
rights issues that the U.S. bill tackles. 
The framework could be strengthened 
by: 

•	 Introducing the concept of 
“disparate impact” to provide 
a clear legal standard for 
identifying and addressing 
algorithmic discrimination.
•	 Establishing clearer roles and 
responsibilities for developers 
and deployers of AI systems, 
particularly in cases where 
third-party algorithms are used.
•	 Creating mechanisms 
for individuals to challenge 
algorithmic decisions and 
seek legal recourse in cases 
of discrimination or unfair 
treatment.
•	 Enhancing data protection 
regulations to include 
more robust consent and 
transparency requirements for 
AI systems.

While both the U.S. AI Civil Rights 
Act and South Africa’s National AI 
Policy Framework aim to regulate 
the ethical use of AI, the U.S. bill 
takes a more explicit and enforceable 
approach to protecting civil rights. 
South Africa’s framework could benefit 
from incorporating similar protections, 
particularly around discrimination, legal 
recourse, and privacy. 

As AI continues to play an increasingly 
prominent role in society, ensuring that 
it upholds civil rights and fairness will 
be critical to fostering public trust and 
ensuring equitable outcomes.

As AI systems become more pervasive 
in South Africa, this could become a 
critical issue, especially if AI decisions 
impact access to essential services like 
healthcare, education, or employment.

15
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Artificial intelligence (AI) continues to shape industries 
and economies worldwide, so transparency and 
accountability in AI systems have become pressing 
concerns. Governments are increasingly focusing on 
how to regulate and monitor AI systems to prevent 
harm, promote fairness, and ensure that decision-
making processes are clear and understandable. 
In this article, we compare the approaches of the 
U.S. AI Civil Rights Act and South Africa’s National 
AI Policy Framework in addressing transparency, 
accountability, and the auditing of AI systems.

TRANSPARENCY, ACCOUNTABILITY,  
AND AUDITING IN AI SYSTEMS: 
U.S. VS. SA APPROACHES

1. MANDATORY AUDITING IN THE 
U.S. AI CIVIL RIGHTS ACT

One of the key elements of the U.S. 
AI Civil Rights Act is its focus on 
mandatory pre- and post-deployment 
audits of AI systems. These audits 
are intended to ensure that algorithms 
do not disproportionately impact 
vulnerable groups or infringe on 
individual rights. By requiring both 
developers and deployers to conduct 
these audits, the U.S. approach 
ensures accountability at every stage 
of the AI lifecycle.

The auditing process involves 
evaluations of how AI systems 
function, including their potential to 
produce biased or harmful outcomes. 

2. THE ROLE OF ALGORITHM 
AUDITORS

The U.S. bill introduces the role of 
“algorithm auditors”—professionals 
tasked with evaluating AI systems to 
ensure they comply with legal and 
ethical standards.  

These assessments must be 
conducted by independent auditors 
who are not involved in the 
development or deployment of the AI 
system. This third-party perspective 
is critical for ensuring the objectivity 
and thoroughness of the audits. By 
examining both the development of the 
algorithm and its real-world impact, 
the audits provide a comprehensive 
safeguard against unfair or 
discriminatory practices.

These auditors are crucial in 
assessing whether AI systems 
pose risks to individuals’ civil rights, 
especially in sectors like employment, 
healthcare, and finance, where 
algorithmic decisions can have 
significant consequences.
The establishment of this role 
demonstrates the U.S. commitment 
to transparency and accountability 
in AI. It provides a mechanism for 
oversight and ensures that developers 
and deployers are held responsible 
for the outcomes of their systems. 
Auditors are also required to provide 
recommendations for improving 
algorithms to mitigate any risks they 
identify, further promoting ethical AI 
development.
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3. TRANSPARENCY AND 
ACCOUNTABILITY IN THE SOUTH 
AFRICAN NATIONAL AI POLICY 
FRAMEWORK

South Africa’s National AI Policy 
Framework also emphasises 
transparency and accountability in AI 
systems, but its approach differs from 
the U.S. model. The South African 
framework focuses on promoting 
explainability in AI systems, ensuring 
that AI outputs are understandable to 
users. This is seen as a key factor in 
building public trust in AI technologies. 
By promoting “explainable AI,” the 
framework encourages developers 
to design systems that can clearly 
communicate how decisions are 
made.
However, the South African framework 
does not yet include mandatory 
auditing provisions. While it stresses 
the importance of transparency, it does 
not require the same level of formal 
oversight seen in the U.S. bill. Instead, 
the framework emphasises broader 
ethical guidelines, encouraging 
developers and deployers to act in the 
public interest and ensure that their 

4. EXPLAINABILITY VS. 
AUDITS: DIFFERENT PATHS TO 
TRANSPARENCY

A key difference between the U.S. 
and South African approaches lies 
in the way transparency is achieved. 
The U.S. focuses on formal audits 
conducted by third-party auditors, 
while South Africa places more 
emphasis on creating AI systems 
that are inherently explainable to 
users and stakeholders. This reflects 
different priorities in how each country 
seeks to build accountability into AI 
development and deployment.
Explainability in AI is essential for 
users to trust the systems they interact 
with. By making AI systems more 
understandable, developers can 
ensure that users know how decisions 
are made, which in turn promotes 
fairness. 

AI systems are fair and transparent. 
This more flexible approach leaves 
room for interpretation, which may 
lead to inconsistent implementation 
of transparency measures across 
different sectors.

South Africa’s framework rightly 
recognises this need for explainable 
AI, particularly in sectors where AI is 
used in public services or healthcare. 
However, without the formalised 
oversight that audits provide, there is a 
risk that some AI systems may not fully 
meet transparency expectations.

17
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5. ACCOUNTABILITY THROUGH 
AUDITS: A MORE RIGOROUS 
APPROACH

The U.S. AI Civil Rights Act takes 
a more rigorous approach to 
accountability by making audits 
mandatory. This ensures that AI 
systems are not only transparent but 
also subject to regular evaluation 
by independent auditors. This form 
of oversight provides a higher level 
of accountability, as it ensures that 
developers and deployers cannot 
evade scrutiny or avoid addressing 
potential risks in their systems.

In contrast, the South African 
framework’s reliance on ethical 
guidelines and voluntary transparency 
measures may not provide the 
same level of protection. While the 
framework encourages fairness and 
transparency, it does not offer a formal 
mechanism for holding developers 
and deployers accountable if they fail 
to meet these standards. Introducing 
mandatory audits, similar to the 
U.S. model, could strengthen the 
framework and provide more concrete 
guarantees of transparency and 
accountability.

7. SHOULD SOUTH AFRICA 
INTRODUCE AUDITING 
REQUIREMENTS?

Given the differences in approach, one 
potential improvement to the South 
African National AI Policy Framework 
would be the introduction of auditing 
requirements. Formal audits, similar 
to those mandated by the U.S. AI Civil 
Rights Act, could help ensure that all 
AI systems in South Africa are held to 
the same standards of transparency 
and accountability. Independent audits 
could also provide valuable feedback 
to developers and deployers, helping 
them identify and mitigate risks before 
AI systems are widely deployed.

While South Africa’s focus on 
explainability is commendable, 
adding formal audits would provide an 
additional layer of protection, ensuring 
that AI systems are thoroughly 
evaluated for fairness, bias, and 
compliance with ethical guidelines. 
This could enhance public trust in AI 
technologies and ensure that South 
Africa remains competitive in the 
global AI ecosystem.

The U.S. AI Civil Rights Act and South 
Africa’s National AI Policy Framework 
both recognise the importance of 
transparency and accountability in 
AI systems, but they take different 
approaches to achieving these goals. 

6. THE NEED FOR CONSISTENT 
ACCOUNTABILITY

Both the U.S. and South African 
approaches recognise the importance 
of accountability in AI systems. 
However, the methods they use to 
achieve this differ significantly. The 
U.S. model’s reliance on audits offers 
a structured and enforceable method 
of ensuring that AI systems operate 
fairly and transparently. By providing 
a legal framework for independent 
oversight, the U.S. bill ensures that 
accountability is consistent across 
industries and sectors.

The U.S. model’s mandatory audits 
provide a structured and enforceable 
method of ensuring accountability, 
while South Africa’s focus on 
explainability offers a more flexible 
approach. Introducing formal auditing 
requirements in South Africa could 
strengthen its framework and provide 
more consistent oversight across all 
sectors.

In contrast, the South African 
framework’s flexible approach, 
while well-intentioned, may lead 
to uneven accountability. Without 
mandatory audits or formal oversight 
mechanisms, it is difficult to ensure 
that all developers and deployers 
adhere to the same standards of 
transparency and fairness. This could 
result in some sectors embracing 
transparency while others lag behind.
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SHOULD SOUTH AFRICA 
ADJUST ITS AI POLICY?
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Countries worldwide are refining their regulatory frameworks to ensure that AI systems serve the 
public good while minimising potential risks. South Africa’s National AI Policy Framework provides 
a strong foundation for the ethical development and deployment of AI technologies, but as global 
trends shift toward more rigorous regulation, it’s worth asking whether this framework should 
be adjusted. Drawing from the key elements of the U.S. AI Civil Rights Act (2024), this article 
explores areas where South Africa’s AI policy could be strengthened to better address challenges 
such as civil rights protection, transparency, and accountability.

1. CIVIL RIGHTS AND 
DISCRIMINATION PROTECTIONS

A primary focus of the U.S. AI Civil 
Rights Act is the protection of civil 
rights, particularly in preventing 
discriminatory outcomes from AI 
systems. The bill mandates pre- and 
post-deployment audits to assess 
whether AI systems create a “disparate 
impact” on protected groups based on 
characteristics like race, gender, and 
disability. This legal framework provides 
a robust mechanism for identifying 
and mitigating discriminatory effects, 
holding developers and deployers 
accountable for ensuring fairness.

South Africa’s National AI Policy 
Framework emphasises fairness and 
bias mitigation but lacks the legal 
weight of the U.S. bill in terms of 
enforcing civil rights protections. The 
framework promotes fairness through 
general ethical guidelines but does 
not explicitly include the concept of 
disparate impact or mandate audits to 
identify potential discriminatory effects.

Adjustment Recommendation:
To ensure that AI systems do not 
inadvertently perpetuate social 
inequalities, South Africa could adopt 
the concept of disparate impact, 
providing a clear legal standard for 
evaluating whether AI systems are 
discriminating against particular 
groups. Furthermore, mandatory pre- 
and post-deployment audits - similar 
to those required in the U.S.—could be 
introduced to offer a concrete method 
of preventing discrimination before AI 
systems are widely implemented.

2. INTRODUCING FORMAL AUDITS 
FOR ACCOUNTABILITY

The U.S. bill’s mandatory audits are 
a key accountability measure that 
ensures AI systems are subject to 
independent evaluation at multiple 
stages of deployment. These audits 
not only check for discrimination but 
also assess transparency, fairness, 
and whether the AI system functions 
as intended. The role of independent 
“algorithm auditors” in the U.S. bill 
ensures that accountability is enforced 
by impartial professionals, reducing the 
risk of bias in the audit process.

South Africa’s policy framework, 
while encouraging transparency and 
fairness, does not currently require 
formal audits. Instead, it relies on 
ethical guidelines that developers and 
deployers are expected to follow. This 
approach leaves room for interpretation 
and may not consistently hold AI 
stakeholders accountable for the 
consequences of their systems.

Adjustment Recommendation:
Introducing mandatory audits, akin to 
the U.S. model, would strengthen the 
South African framework by ensuring 
that all AI systems undergo rigorous 
evaluation. Independent algorithm 
auditors could be tasked with assessing 
AI systems for bias, fairness, and 
transparency. This would offer a higher 
level of accountability and ensure 
that developers and deployers cannot 
evade scrutiny.

3. ENHANCING TRANSPARENCY 
AND EXPLAINABILITY

Both the U.S. and South African 
frameworks recognise the importance 
of transparency in AI systems, though 
they approach it differently. The U.S. 
bill mandates that developers and 
deployers provide transparency around 
how AI systems make decisions, and it 
requires that individuals have the right to 
appeal algorithmic decisions that affect 
them. The bill also emphasises the 
importance of explainability, ensuring 
that users can understand how AI 
systems arrive at their conclusions.
South Africa’s framework similarly 
prioritises explainable AI, focusing 
on building public trust by ensuring 
that AI systems are understandable. 
However, it does not go as far as the 
U.S. bill in granting individuals the right 
to challenge AI decisions or providing 
formal mechanisms for transparency 
in critical areas like employment or 
healthcare.

Adjustment Recommendation:
South Africa could benefit from 
incorporating stronger transparency 
measures, including the right for 
individuals to challenge decisions 
made by AI systems. Establishing 
formal guidelines for how AI systems 
explain their decisions would enhance 
public trust and ensure that users are 
not left in the dark when AI systems 
make impactful choices. Additionally, 
transparency in high-stakes sectors 
like education, healthcare, and finance 
should be prioritised to avoid potential 
harm.
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4. CLARIFYING DEVELOPER AND 
DEPLOYER RESPONSIBILITIES

The U.S. AI Civil Rights Act clarifies 
the roles of developers and deployers, 
recognising that both parties are 
responsible for ensuring that AI 
systems comply with ethical and 
legal standards. The bill emphasises 
that developers and deployers are 
not mutually exclusive - if no distinct 
developer exists, the deployer assumes 
full responsibility for the system’s 
compliance. This clear division of 
responsibility ensures that there are no 
gaps in accountability.

In South Africa’s framework, there is 
no distinct separation of roles between 
developers and deployers, and the 
responsibility for ethical AI use is 
shared among all stakeholders. While 
this promotes collaboration, it may 
leave room for ambiguity in cases 
where developers and deployers are 
separate entities.

Adjustment Recommendation:
Introducing clearer distinctions 
between developers and deployers 
in South Africa’s framework could 
enhance accountability. 

By holding each party explicitly 
responsible for different aspects of AI 
system deployment, the framework 
could ensure that no one evades 
responsibility. This would also help 
to clarify liability in cases where AI 
systems malfunction or produce 
harmful outcomes.

5. STRENGTHENING DATA 
PRIVACY PROTECTIONS

Although the U.S. still lacks 
comprehensive federal privacy 
legislation, the AI Civil Rights Act 
includes provisions related to data 
privacy, ensuring that personal data 
used by AI systems is handled ethically. 
The bill restricts the use of deceptive 
practices like “dark patterns” and 
requires transparency in how personal 
data is collected, processed, and used 
by AI systems.

South Africa’s AI framework aligns with 
the country’s Protection of Personal 
Information Act (POPIA), which 
governs data privacy. While POPIA 
provides a strong foundation for data 
protection, the rise of AI presents 
new challenges that may not be fully 
addressed by current regulations. As 
AI systems become more complex, the 
need for clear rules on data processing, 
consent, and transparency will grow.

Adjustment Recommendation:
South Africa’s AI framework could 
benefit from additional privacy 
safeguards that specifically address 
the unique challenges posed by AI. This 
could include more detailed guidelines 
on how personal data is used in AI 
systems, as well as stronger consent 
mechanisms to ensure that individuals 
have control over their data. Expanding 
POPIA to address AI-specific concerns 
could help prevent the misuse of 
personal data in AI applications.

6. INTRODUCING LEGAL 
RECOURSE FOR ALGORITHMIC 
DECISIONS

A significant feature of the U.S. bill is 
the provision for individuals to appeal 
algorithmic decisions and seek legal 
remedies if their rights are violated. 
This allows individuals to challenge 
unfair or discriminatory outcomes 
and holds developers and deployers 
accountable for the decisions made by 
AI systems.

South Africa’s framework does not 
currently offer a mechanism for 
individuals to appeal AI decisions or 
seek recourse in cases of discrimination. 
As AI systems become more integrated 
into public services, education, and 
employment, the lack of legal recourse 
could become a significant gap in the 
country’s regulatory framework.

Adjustment Recommendation:
Introducing a legal recourse mechanism 
in the South African framework would 
provide individuals with the ability to 
challenge unfair AI decisions. This 
would also offer a formal accountability 
pathway for developers and deployers, 
ensuring that AI systems are held to the 
highest ethical standards. Establishing 
a system of checks and balances could 
prevent AI systems from causing harm 
without consequence.
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The South African National 
AI Policy Framework 
provides a solid foundation 
for ethical AI development 
and deployment, but it 
could benefit from several 
adjustments to ensure 
stronger civil rights 
protections, transparency, 
and accountability. 
Drawing on elements 
from the U.S. AI Civil 
Rights Act, South Africa 
could introduce formal 
auditing requirements, 
enhance transparency, 
clarify developer and 
deployer responsibilities, 
and provide legal recourse 
for individuals impacted 
by AI decisions. These 
adjustments would 
ensure that South Africa 
remains at the forefront 
of AI governance while 
protecting the rights and 
interests of its citizens.
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